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Abstract - Surveillance cameras produce tremendous amounts of continuous video data every day, which is hard and time
consuming to determine important events by hand. In this paper, the authors propose a ‘“video
summarization method based on foreground” object detection and motion information from spatial and frequency domains
to solve this issue. The approach models the background and identifies motion clues to extract foreground objects successfully.
“Motion in the spatial domain” is obtained from frame changes, whereas “frequency domain motion” is obtained through the
Phase Correlation (PC) method. Through the combination of motion information and foreground object data in both domains,
the system detects and retrieves key frames optimally representing the content of a video. Experimental results validate that
the suggested method performs better than other approaches in effectively and accurately summarizing surveillance videos.
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1. Introduction

Video summarizing (VS) is a technique for selecting the most interesting frames from a video in order to include all of the
important events while excluding extraneous stuff, resulting in a summarized video that is as compact as possible. In this way,
a good video summarized approach is one that possesses a few key characteristics. A strong video summarization (VS) system
has to meet three key requirements: first, it has to extract and integrate salient events of the original video; second, it has to
produce a summarized version of a long video; and third, it has to omit redundant or irrelevant information. The primary aim of
video summarization is to provide the core content of an extended and special video in an abbreviated form so that the viewers
can understand the entire context in a short duration of time.

In daily life, a vast amount of surveillance video is recorded round the clock, 24/7, everywhere in the world for security
monitoring, crime deterrence, and traffic management. Surveillance cameras tend to be strategically placed in several critical
locations inside buildings, enterprises, or populous public places. Cameras usually pump their information to centralized
monitoring systems for storage and processing. Yet, the massive amount of video data produced necessitates huge storage,
which is both challenging to manage and difficult to review in a timely manner. Administrators, on the other hand, must access
the saved films in order to find any important events for reviewing or conducting investigations. This method is incredibly
sluggish, time-consuming, and expensive. To address these challenges, an approach for generating a reduced version of the
original movie that includes essential events is ideal for memory management and data recovery. Foreground objects in a video
typically have greater detail data [1]. Humans, once again, are prone to focusing on the progression of items [2]. As a result,
objects, as well as their movement, are essential components of a movie.

In this paper, introduce an object detection and motion analysis driven video summarization method motivated by the
growing necessity for effective representation of video content. Foreground object data are used through the incorporation of
parametric background modeling (BGM) based on Gaussian Mixture [3], which efficiently dissects moving objects from static
environments. To efficiently capture complete object motion, movement “information is taken in both spatial and frequency
domains” by our approach. “Motion in the spatial domain” is calculated via sequential frame differencing, whereas motion in
the “frequency domain is calculated with the phase correlation” approach [4]. In contrast with other video summarization
methods that hardly ever use phase correlation, the proposed approach incorporates it as a fundamental building block. The
most significant contribution of this work lies in the new use of phase correlation for video summarization. This method
provides low computational complexity with rich motion information capture, thus being very appropriate for real-time or
large-scale surveillance video analysis.

2. Related work

Various approaches for summarizing various types of films have been proposed in the literature. In [5], location saliency
is predicted using a regression model for egocentric video summarization, and a “storyboard” is constructed based on the
region significance score. Various methods have been put forward for video summarization, aiming at different domains and

25


mailto:1corresponding.author@mailserver.com(Size9)
http://www.internationaljournalssrg.org/
http://www.internationaljournalssrg.org/

S Alangoram et al. / IJCSTEE, 1(1), 25-28, 2025

data modalities. The approach in [6] summarizes narrative-driven egocentric videos by extracting the most significant objects
within the video content. “Gaze tracking information” is utilized in [7] to control the process of summarization based on visual
attention. For situations where user-created video summaries are present, an “adaptive submodular maximization function” is
used in [8]. “Collaborative sparse coding” is proposed in [9] to summarize videos of the same kind efficiently. For better
summarization of user-generated content, web images are used in [10]. Multimodal methods that integrate audio, visual, and
linguistic features are investigated in [11] to provide more thorough video summaries. A role community network is employed
in [12] to organize video summarization, whereas eye-tracking data is once more utilized in [13] to produce a film comic.
Besides, certain methods have been suggested for summarization of wireless capsule endoscopy videos, such as in [14], [15],
[16], and [17], where effective data abstraction is critical owing to the long and uninterrupted nature of medical videos. [18]
uses an object focused technique to compress surveillance video. [19] proposes a Dynamic Video Book for showing
surveillance video in a hierarchical way. [20] presents a learned separation metric. The salient motion data is linked in [21]. For
the production of synopses, [22] use maximum a posteriori probability (MAP). A technique for multi-view surveillance video
summarizing is now proposed in [1]. To begin, this process creates a single view summarization for each sensor on its own.

3. Methodology

The suggested method is based on examining the foreground object motion in both frequency and spatial domains. It
involves the following key steps: Moving Foreground Object Extraction: Foreground objects are detected and isolated by
applying background modeling methods to extract dynamic scene elements. Calculation of Motion Data in the Spatial Domain:
Sequential frame differencing is used to estimate motion based on inter-frame changes. Motion Approximation in the
Frequency Domain: Frequency variation across frames is analyzed to extract motion information using phase correlation.
Integration of “Foreground Object” Range with “Spatial and Frequency Domain Motion Features™: Features of motion in both
domains are fused with the identified foreground areas to create an inclusive motion profile. Video Summary Generation:
Utilizing the combined information about motion and objects, the most important content is represented through keyframes,
which are used to create the final video summary.

3.1. Object Extraction

In the work presented here, Gaussian Mixture-based Background Modeling (BGM) [3] is used for foreground object
separation. This technique represents a pixel with a mixture of K Gaussian distributions (K=3). Every Gaussian component
accounts for either static background or dynamic foreground feature at any time. (K=1) is initialized with an initial mean,
standard deviation, and weight. For every subsequent observation at the same pixel location, the system tries to match it with a
previously stored Gaussian model. If it is found within a specified threshold, the parameters are updated; otherwise, a new
Gaussian is inserted (up to I(t)—B(t) | >Thrl). If the difference is more than a fixed threshold Thrl, the pixel is labeled as a
foreground pixel (given a value of 1); otherwise, it is labeled as a background pixel (given a value of 0). This produces a binary
foreground mask that indicates the moving object regions in the frame.

1 if|1,,(t)~ B, (t) | Thrl

0 otherwise
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3.2. Motion and Fusion of Foreground Information

To improve frame selection accuracy, the method in question combines foreground object information with motion data
through a weighted linear fusion process. The fusion of spatial and frequency-based motion features with foreground regions
detected enables a more accurate identification of key frames, as seen in the test video. Prior to using the fusion process, every

feature is normalized to z-score level to make all features contribute proportionally irrespective of their original size.
Z0=(X@0)-p/o @
4. Discussion

A comparative study between the current GMM algorithm and the new Bayesian approach in terms of Color Difference
Observation and Probability Assignment. For both methods, the corresponding values of probability are calculated and graphed
at each level of observed color difference as shown in Figure 1. The findings show that the suggested Bayesian algorithm
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always gives higher probabilities at different levels of color difference, proving to be a more robust response in separating
foreground objects. In comparison with the conventional GMM method, the Bayesian algorithm shows better performance in
terms of probability assignment correctness, eventually leading to better foreground detection and video summarization quality.
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Fig. 1 Color Difference Observation vs. Probability Assign
Figure 2 shows a comparison between the new Bayesian algorithm and the current GMM algorithm, specifically on Position
Difference Observation and the resultant Probability Assignment. The position difference is divided into several levels, and for
each level, the probability values assigned by both methods are computed and graphed. The findings show that the suggested
Bayesian method always yields higher probability assignments under different position differences, demonstrating better
sensitivity to positional variation. This improved performance indicates that the Bayesian approach yields a more precise
spatial variation, thus supporting more accurate foreground detection and efficient video summarization.
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Fig. 2 Position Difference Observation vs. Probability Assign

S. Conclusion

In summary, we introduce a new method for summarizing surveillance videos through the integration of foreground object
details with motion information derived from the spatial and frequency domains. As illustrated in [1], foreground objects hold
extremely descriptive and relevant information regarding video content. Additionally, existing research shows that observers
pay greater attention to object motion while making sense of video scenes [2]. Hence, this approach combines two essential
elements of visual information—object presence and motion dynamics.

To extract frequency domain motion, the new solution uses the phase correlation technique, which to our knowledge for
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the first time is applied to video summarization. Results of experiments validate that our method performs better than current
state-of-the-art solutions, providing a more efficient and precise solution for summarizing long security videos.
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